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CCR No. 96-0295 Logged Date 3/21/96 Rev. Request Type CCR

Priority Routine Urgent Emergency X Affected Release B Change Class II

Title (description) CDR Demo Systems

Documents Affected Source Nos (RID, NCR, etc.) or Tech
Reference

N/A David Turanski

RTM Change Start New Baseline

Problem
Need temporary use of  4 co-located X-terminals and designated host machines configured with appropriate demonstration software
for CDR lunchtime demonstrations 4/23- 4/26.  Demo configuration is required 3/29/96 - 4/26/96.   X-terminals must be configured
to access the appropriate host machines.

Proposed Solution
See attached

Impact Analysis:
Organizations Affected: BOO Contracts ESO FOS M&O

QA Rel. A X Rel. B X Rel. IR1 MRS SMO Subconts

Other

Cost: None X Small Medium Large
(Not exceeding $100,000) ($100,000 to $500,000) (Over $500,000)

Schedule: None X Other

Additional LOC Man-Months

Materials

Originator David Turanski
Signature Date

Office Release B Office Manager
Signature Date

Disposition Approved Approved w/Comment Forward Disapproved

Comments:

CCB Chairperson
Signature Date

CM01JU95 ECS



CDR Demo Hardware and Software Needs

The following is a list of host configurations need for various CDR demos. For each demo, a POC is
given.  In cases where the required software is already configured on an available host, the name of
the host is given. If use of the recommend host machine would interfere with ongoing development or
testing, it is recommended that an alternate machine be configured with NFS mounted directories to
access the required executables.

The CDR Demo team needs at least two weeks access prior to CDR to configure the applications for
demo.  Therefore the machines need to be available with the software fully installed and operational
no later than March 29th.

MSS Demo (Remedy, Tivoli, HPOV) : Dan Trieschman
The following Hardware and Software Components are needed immediately for CDR Demo
purposes. In addition,  Demo team members will require sudoroot privileges to these machines.

1) HP Server (735 class or better to handle the load.  Recommend a J210 machine.  We cannot
afford to look under powered in front of the customer.)

HPUX 9.05
Action Request System (Remedy) 2.02 w/Sybase 10
HP OpenView Network Node Manager  3.31
Tivoli/Management Platform 2.0.2 or 2.5

           Tivoli/Enterprise Console  2.0.2 or 2.5
           Tivoli/Admin 2.0.2 or 2.5
           Tivoli/Courier 2.0.2 or 2.5
           Tivoli/EIF 2.0.2 or 2.5
           C++ development environment
            web server

2) 2- Sun Workstations (SPARC stations will do).  Each machine needs:
Peer SNMP Agent 1.7
Tivoli/Sentry  2.0.2
Tivoli Client

           C++ development environment

Autosys Demo : Doug Sims

Requires Sun/Solaris 2.4 w/ Autosys and Sybase Installed.  Currently using host plne1sun in the EDF
mini-DAAC.

PW2 Demo: Kevin Limperos

Requires access to any PW2 development machine

JEST Demo: Show Chen
Requires access to aurora Sun/Solaris 2.4 (Show’s machine)

ESQL Demo: Show Chen



Requires access to nessie Sun/Solaris 2.4

Performance Modeling: Hal Brackett

Requires access to pan Sun Sparc w/ 4 CPUs


